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Abstract—In this paper we present a solution of the assignment

problem with an algorithm with complexity O(n
9

2 ). The discussed
algorithm allows an effective approach for generation of a list
of selected number of optimal solutions of this problem. If it is
predefined that the list does not contain more than n0 number
of optimal solutions, then the proposed algorithm has complexity

ñO(n
9

2 ), where ñ = min{n0, n1} with n1 being the number of
perfect matchings in the graph. The method is based on the
Hopcroft-Karp algorithm for maximum matching in a bipartite
graphs [16].

Index Terms—combinatorial optimization algorithms, assign-
ment problem, time criterion, matchings in graph

I. INTRODUCTION

The assignment problem (AP) is a fundamental research

topic in the field of combinatorial optimization [2]. It deals

with the problem how to assign n number of tasks (problems,

projects, computational problems) to n number of agents

(workers, companies, machines). The AP can be found in var-

ious scientific fields, including economics, machine learning

[17], and distributed computer systems [20], [19].

While the naive solution of the AP leads to the unfeasible

factorial complexity, it has been proved that the problem is

NP-hard, and the first known work to propose a polynomial

solution [11] introduces the well-known Hungarian algorithm.

Since then many improvements and versions [12], [19] and

applications (see for example [7]) of the algorithm has been

proposed. Some of these works even lead to discovery of

important data structures, for example the work [5] introduces

the Fibonacci heap.

An important category of methods is based on the graph

theory [10]. They represent the AP in the terms of weighted

bipartite graphs, and look for solutions by searching for

matchings (see [16]). More recent works investigate the AP in

the terms of network flows [1], by even solving the unbalanced

version of the problem in which the number of agents and tasks

are not equal.

Another type of AP occur when algorithms also aim to

minimize the latest competition time [6]. In literature it is

sometimes referred to as linear bottleneck assignment problem

[3], [18], and the proposed solutions again are based on

weighted bipartite graphs.

In this paper we will present two versions of the assignment

problem minimizing the time criterion. In Sect. II we will

formulate the time criterion assignment problem (TCAP), and

we will show an algorithm that finds one optimal solution. In

Sec. III we will show how a list of optimal solutions of the

TCAP can be generated.

II. TIME CRITERION ASSIGNMENT PROBLEM

In this section we will present the time criterion assignment

problem (TCAP). First we will give definition of the problem,

and then we will discuss the calculation of one optimal

solution.

A. Problem statement

A given project is being defined as the execution of n
independent tasks. For the execution of the tasks, n agents

apply. The agent i can execute the task j for time tij ,

where i ∈ {1, 2, . . . , n} and j ∈ {1, 2, . . . , n}. We assume

that the time matrix T (tij) is preliminary defined. Every

task must be executed by a single agent, and every agent

can execute a single task. We will represent the admissible

plans for assignment of the tasks to different agents with the

permutations of the first n natural numbers.

The permutation

w =

(
1 2 · · · n
j1 j2 · · · jn

)

will be denoted with the shorter w = (j1, j2, . . . , jn). Also,

we denote w(i) = ji, ∀i ∈ {1, 2, . . . , n}.
The choice of the plan w shows that the agent i has been

assigned the task w(i). The time for the execution of the plan

w is:

GT (w) = max{T (1, w(1)), . . . , T (n,w(n))},

where T (i, j) is the element of the matrix T , located on the

i-th row and the j-th column.

Definition 1 (Optimal plan): The plan w̃ is called an optimal

plan, when for each plan w holds the inequality GT (w̃) ≤
GT (w).

Then the TCAP can be defined:

Problem 1 (TCAP): For an arbitrary time matrix T , find an

optimal solution w.
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A special feature of the Problem 1 is that the function

GT (w) is not linear.

It is obvious that in the case in which n is a relatively small

number, the problem can be solved using a brute-force method.

In this case all possible plans w are examined, resulting in n!
number of comparisons, and making the approach unfeasible

for a standard computer system in the cases in which n > 13.

A branch-and-bound method (see [14], [9] and more re-

cent [13], [15], [4]) is another possible approach. Since an

algorithm that incorporates the branch-and-bound technique

will have an exponential complexity O(2n), it is a possible

solution in the cases is which n ≤ 25.

In this work we use the algorithm of Hopcroft and Krap [16]

for maximum matchings in bipartite graphs, which allows us

to present a more effective solution of the TCAP.

For our purposes it will be more convenient to formulate the

Problem 1 with a full weighted bipartite graph G(X,Y,E, t),
where X = {1, 2, . . . , n}, Y = {1, 2, . . . , n}, E = {{i, j} :
i ∈ X, j ∈ Y }, and the function t that maps to each edge

{i, j} the number tij , i.e. t({i, j}) = T (i, j). Then each plan

can be represented as a perfect matching and vice versa.

We will denote a perfect matching

{{1, j1}, {2, j2}, . . . , {n, jn}} using the permutation

w = (j1, j2, . . . , jn). Then we will call a perfect matching w̃
an optimal perfect matching, when for each perfect matching

it holds GT (w̃) ≤ GT (w). Now the TCAP can be defined in

the terms of perfect matching in G(X,Y,E, t):

Problem 2 (TCAP): For an arbitrary full weighted bipartite

graph G(X,Y,E, t), find an optimal perfect matching.

When solving the Problem 2, we will assume that the graph

G(X,Y,E, t) is defined with the time matrix T (tij).

We will note that our goal is the problem for the compo-

sition of a list of selected number of optimal solutions (Sec.

III). However, for its representation we need the solution of

Problem 2.

B. Find one optimal solution

For the purposes of the solution of the Problem 2 we will use

a special finite unweighted bipartite graphs sequence (UBGS)

Gk(X,Y,Ek), where X = {1, 2, . . . , n}, Y = {1, 2, . . . , n},
E0 = ∅ and Ek ⊂ Ek+1. The sets Ek are defined by induction

using the following procedure, which we will call under the

sequence.

Procedure 1 (UBGS): Using mathematical induction we

define the following procedure for generation of UBGS.

The input of the procedure is the weighted bipartite graph

G(X,Y,E, t) with an arbitrary adjacency matrix of weights

T (tij) of order n. Initially, we will denote with V all weights

of the edges contained in the matrix T , in other words

V = {tij : i ∈ X, j ∈ Y }. We shall say that an edge {i, j}
is blocked when tij ∈ V . When an edge tij /∈ V , we shall

call {i, j} a free edge. On the k-the step of the procedure

all free edges are stored in Ek and they are the edges of the

unweighted graph Gk.

a) Step 0: All edges are blocked, and E0 = ∅, because

there are no free edges. The adjacency matrix of the unweighed

bipartite graph G0(X,Y,E0) is the zero matrix of order n.

b) Step 1: We calculate the minimal weight in V , m1 =
min{V }, and define as blocked edges all edges {i, j} for

which tij > m1. All the other edges are defined as free edges

and are included in the adjacency matrix of the unweighted

bipartite graph G1(X,Y,E1), A1 such that:

a
(1)
ij =

{
0, if tij > m1

1, otherwise.

We update the set V by removing all edges {i, j} ∈ E1. Then

V = {tij : tij > m1}.

c) Step 2: We calculate the minimal weight in the

updated V , m2 = min{V }, and then define all free edges

{i, j}, for which tij ≤ m2, and denote the set of the free edges

with E2. The adjacency matrix of the unweighted bipartite

graph G2(X,Y,E2) is A2, and it has elements:

a
(2)
ij =

{
0, if tij > m2

1, otherwise.

Again, we update the set V by removing all free edges from

it, and we get V = {tij : tij > m2}.

d) Induction step: After the step k of the inductive

procedure, let us define the number mk, the unweighted

bipartite graph Gk(X,Y,Ek), the adjacency matrix Ak, and

the set V of those elements tij for which tij > mk. The

following two cases are possible:

1) V = ∅. In this case all edges are free and the adjacency

matrix Ak has elements a
(k)
ij = 1 for all i and j. We set

k0 = k and the procedure stops.

2) V 6= ∅. In this case the inductive procedure continues.

We calculate mk+1 = min{V }, we define the free edges

{i, j} for which tij ≤ mk+1, and the set Ek+1 =
{{i, j} : tij ≤ mk+1}. The adjacency matrix Ak+1

of the unweighed bipartite graph Gk+1(X,Y,Ek+1) has

elements:

a
(k+1)
ij =

{
0, if tij > mk+1

1, otherwise.

The set V is updated V = {tij : tij > mk+1}.

�

Proposition 1: If we apply the UBGS procedure to an arbi-

trary square matrix T (tij) of order n, the following properties

hold.

1) For all numbers mk and mk+1 that are calculated with

UBGS, mk < mk+1.

2) UBGS stops after the step k0, where k0 ≤ n2.

3) Ek+1 = Ek ∪ {{i, j} : tij = mk+1} for each k ∈
{0, 1, . . . , k0 − 1}.

4) For each element tij of the matrix T exists an index

k ∈ {1, 2, . . . , k0} for which mk = tij .



The proof of Proposition 1 follows directly from the defi-

nitions of mk and Ek. Hence, for an arbitrary matrix T (tij)
the UBGS Procedure 1 defines the finite sequences:

m1 < m2 < · · · < mk0
(1)

A1, A2, . . . , Ak0
(2)

G1(X,Y,E1), G2(X,Y,E2), . . . , Gk0
(X,Y,Ek0

), (3)

where Ak has the following elements:

akij =

{
1, if tij ≤ mk

0, if tij > mk

and is the adjacency matrix of the graph Gk(X,Y,Ek).
Now we will introduce a procedure that verifies whether an

unweighted bipartite graph has a perfect matching (PM).

Procedure 2 (PM): For an arbitrary square matrix Z with el-

ements equal to 0 or 1, the procedure verifies if the unweighted

bipartite graph GZ with adjacency matrix Z has a perfect

matching. The procedure calculates the pair {ind, w0}, where

ind =

{
0, if GZ does not have a perfect matching

1, if GZ has a perfect matching.

If ind = 1, then w0 is a perfect matching of GZ .

The procedure PM is implemented using the Hopcroft-Krap

algorithm [16]. In this case the complexity of PM is evaluated

O(n
5

2 ). Of course, for the implementation other algorithms

can be used as well: for example the algorithm of Kuhn

[11], however in this case the complexity will be O(n3). The

improvement of the complexity of the procedure PM, improves

the complexity of the presented algorithm in which PM is used,

as it is shown in Proposition 3.

We will solve the Problem 2 with the Algorithm 1. It

takes as an input the adjacency matrix T (tij) of order n
with the weights of the graph G(X,Y,E, t). The output of

the algorithm is one optimal perfect matching w0. The set of

blocked edges is stored in an array v that has n2 elements,

where each element is composed by the pair of weight tij and

its corresponding indexes (i, j) in the matrix T (tij). Since v
is one-dimensional, the correspondence between its index and

the indexes of T (tij) is given by s = (i − 1)n + j, and thus

v(s) = (v(s, 1), v(s, 2)), where v(s, 1) = tij , v(s, 2) = (i, j).
We denote the zero square matrix of order n by 0n×n, and

by v = [v]q0 we denote the removal of the elements from v
which are placed on positions q0(i) for each i.

Additionally, we will use the following variables to store

the current record of the algorithm:

• r0 stores the minimum weight in the array v;

• the list v0 stores on which locations of T there are

elements that are equal to r0;

• the list q0 stores on which locations of v there are

elements that are equal to r0.

Proposition 2: Algorithm 1 is correct.

Proof. It is clear that each iteration of the loop with a counter

k0 implements one step from the inductive procedure. In this

Algorithm 1 Time criterion assignment problem (TCAP).

Input: T (tij)
Output: an optimal perfect matching w0

k0 ← 1
while k0 > 0 do

vr ← v
r0 ← v(1, 1)
v0 ← {}, q0 ← {}
q ← 0, k ← |vr|
A0 ← 0n×n

while k > 0 do

w ← vr(1)
vr ← vr \ {vr(1)}
k ← k − 1, q ← q + 1
if w(1) < r0 then

r0 ← w(1), v0 ← {w(2)}, q0 ← {q}
else if w(1) = r0 then

v0 ← v0 ∪ {w(2)}, q0 ← q0 ∪ {q}
end if

end while

for k1 ← |v0| to 1 do

v1 ← v0(1), v0 ← v0 \ {v0(1)}
A0(v1(1), v1(2))← 1

end for

{ind, w} ← PM(A0) {using Procedure 2}
if ind = 0 then

v ← [v]q0 {remove elements on locations q0(i)}
k0 ← |v|

else

w0 ← w
break{solution found, terminate the main loop}

end if

end while

manner, the loop consecutively calculates the elements of the

sequences (1), (2) and (3). The loop stops when a graph GA0

is found that belongs to the sequence (3) and contains a perfect

matching. Apparently, if GA0
= G

k̃
, the following holds.

• If i < k̃, then the graph Gi does not have perfect

matchings.

• If i ≥ k̃, then the graph Gi has perfect matchings.

Also, the following statements hold.

1) Every perfect matching of GA0
is an optimal perfect

matching in the graph G(X,Y,E, t).
2) Every optimal perfect matching of G(X,Y,E, t) is a

perfect matching in the graph GA0
.

Indeed, let us suppose that w̃ is a perfect matching of GA0
=

G
k̃
. Then:

GT (w̃) = m
k̃
. (4)

Now, let w be a perfect matching of the graph G(X,Y,E, t)
with adjacency matrix T (tij). With i0 we denote the index for

which

ti0w(i0) = max
{
tiw(i) : i ∈ {1, 2, . . . , n}

}
= GT (w) (5)



By its construction, the graph G
k̃−1(X,Y,E

k̃−1) has no

perfect matching. Then ti0w(i0) > m
k̃−1, and hence,

ti0w(i0) ≥ min{V } = m
k̃
, (6)

where V = {tij : tij > m
k̃−1}. From the inequalities (5), (6)

and (4) it follows that

GT (w) = ti0w(i0) ≥ m
k̃
= GT (w̃).

Let ŵ is a perfect optimal matching in the graph G(X,Y,E, t).
Then GT (ŵ) ≤ k̃ because there is a perfect matching w0, for

which GT (w0) = k̃.

If we assume that GT (ŵ) < m
k̃
, then ŵ must be a

perfect matching of G
k̃−1(X,Y,E

k̃−1). However, this is a

contradiction with the definition of k̃. Hence we have proven

that GT (ŵ) = m
k̃
.

�

Proposition 3: The complexity of Algorithm 1 is O(n
9

2 ).
Proof. From Proposition 2 we know that the Algorithm 1

finds the solution of Problem 2 after no more than k0 number

of iterations, where k0 ≤ n2. During each iteration, there is a

single call to the PM procedure, and additional calculations

with complexity O(n2). This shows that each iteration of

the algorithm performs O(n
5

2 ) number of calculations. From

here it follows that the entire complexity of the algorithm is

n2O(n
5

2 ) = O(n
9

2 ).

III. LIST OF OPTIMAL SOLUTIONS

In this section we will focus on the generation of a list

of optimal solutions (LOS) of TCAP. For this purpose we

formulate:

Problem 3 (LOS): For an arbitrary weighted bipartite graph

G(X,Y,E, t) and an arbitrary natural number n0, generate

a list L of optimal perfect matchings with the following

properties:

1) If the TCAP Problem 2 has more than n0 − 1 optimal

matchings, then L contains n0 elements.

2) If the TCAP Problem 2 has less than n0 optimal match-

ings, then L contains all optimal matchings.

We will note that the purpose of this work is to find the so-

lution of Problem 3. However, to formulate the corresponding

algorithm, we use the solution of Problem 2 in combination

with the solution of the helper Problem 4 (given below) for

finding of a list of perfect matchings in an unweighted bipartite

graph (LPMUBG).

Problem 4 (LPMUBG): Let the unweighted bipartite graph

G(X,Y,E) has an adjacency matrix A with elements A(i, j)
that are equal either to 0 or 1. For an arbitrary natural number

n0 we will generate a list L of perfect matchings in the graph

G that has the following properties:

1) If G has more than n0 − 1 perfect matchings, then L
contains n0 elements.

2) If G has less than n0 perfect matchings, then L contains

all perfect matchings.

For the solution of the Problem 4 we will use again the

Procedure 2 (PM). Using it we will check whether the graph

G has perfect matchings. If G has no perfect matchings, we

will set L = ∅, and the problem is solved. That is why we

will assume that G has at least one perfect matching. In this

case, using PM we calculate one perfect matching v.

Let us formulate the Problem 4 using the array X0 =
{w, v,B, n}, where:

• w = () is a sequence;

• v is one perfect matching in the graph G(X,Y,E);
• B is a matrix of the type (n+ 1)× n with elements

B(i, j) =

{
A(i, j), if i ∈ X and j ∈ Y

j, if i = n+ 1 and j ∈ Y.
(7)

We will reduce the solution of Problem 4 to the solution of

a number of subtasks with reduced size, in which we will look

for a single solution. After that, we will apply the procedure

PM to each of theses subtasks, and the problem is solved. The

set of subtasks will be generated by branching of the original

problem.

Apart from the previously introduced notations, we will use

also the following additional terms. If X = {1, 2, . . . , n} = Y ,

then [X]1 = {2, 3, . . . , n}, [Y ]j = {1, 2, . . . , (j − 1), (j +
1), . . . , n}. For an arbitrary matrix B, we denote with

[B]i1,i2,...,ikj1,j2,...,jk

the sub-matrix that is received from B by removing of the

rows with indexes i1, i2, . . . , ik and columns with indexes

j1, j2, . . . , jk.

It is clear that if A is a square matrix of order n, then

[A]1j (p, q) = A(1 + p, fj(q)), where

fj(q) =

{
q, if q < j

q + 1, if q ≥ j
(8)

and both p and q ∈ {1, 2, . . . , (n− 1)}.
The following procedure describes one branching step (BS).

Procedure 3 (BS): Suppose that the graph G(X,Y,E)
contains at least one perfect matching, and Problem 4 is

formulated using the array X0 = {w, v,B, n}. Then we apply

branching on X0 in the following way.

1) For each j ∈ Y that satisfies the condition A(1, j) = 1,

we define:

a) A = [B]n+1 and Aj = [A]1j ;

b) the graph Gj(X1, Y1, Ej), where

X1 = {1, 2, . . . , n − 1} = Y1 and

Ej = {{p, q} : Aj(p, q) = 1, p ∈ X1, q ∈ Y1}.

2) For each j ∈ Y , that satisfies the conditions A(1, j) = 1,

and the graph Gj has at least one perfect matching, we

define the problem Xj = {wj , vj , Bj , n − 1}, where

wj = (j), Bj = [B]1j and vj is calculated in the

following way:

a) using the procedure PM for Z = Aj we find

perfect matching w̃ = (j̃1, j̃2, . . . , j̃n−1 ) in the

graph Gj(X1, Y1, Ej);
b) we define vj = (j, fj(j̃1), fj(j̃2), . . . , fj(j̃n−1)),

where fj(q) is defined with the equation (8).



After the branching step of X0 is completed, we define r
number of problems:

Xjs = {wjs , vjs , Bjs , n− 1}, s ∈ {1, 2, . . . , r}.

It is clear that 0 < r ≤ n. Without loss of generality we can

consider that 0 < j1 < j2 < · · · < jr.

Algorithm 2 List of perfect matchings in an unweighted

bipartite graph (LPMUBG).

Input: adjacency matrix A, and a natural number n0

Output: list of perfect matchings L
L is a list, Q is a queue

{ind, w0} ← PM(A) {using Procedure 2}
if ind = 0 then

return ∅ {returns an empty list}
else

X0 = {( ), w0, B, n} {see equation (7)}
enqueue(Q, {X0})
while |Q| > 0 and |L|+ |Q| < n0 do

{w, v,B, k} ← front(Q), dequeue(Q)

if k > 2 then

for j ← 1 to k do

if B(1, j) = 1 then

w1 ← w1 ∪ {B(k + 1, j)}
B1 ← [B]1j
{a, b} ← PM([B1]

k)

if a = 1 then

b(s)← B1(k, b(s)), ∀s ∈ {1, 2, . . . , k − 1}
v1 ← w1 ∪ b
enqueue(Q, {w, v1, B1, k − 1})

end if

end if

if |L|+ |Q| ≥ n0 then

j ← k + 1
end if

end for

else

push(L, {v})
if A(n− 1, v(n))A(n, v(n− 1)) = 1 then

v1 ← v, v1(n− 1)← v(n), v1(n)← v(n− 1)
push(L, {v1})

end if

end if

end while

if |Q| > 0 then

for i← 1 to n0 − |L| do

push(L, {Q(i, 2)})
end for

end if

end if

Based on the Procedure 3 (BS) we can now formulate

Algorithm 2 (given below) for solving the LPMUBG problem.

We denote with Q the queue of problems to be branched.

With |Q| we denote the number of elements in Q. During

the iterations we will fill the list L, while its current number

of elements is denoted with |L|. With enqueue(), dequeue(),

front() and push() we denote the standard operations of the data

structures queue and list. The general steps of the algorithm

are illustrated in the flowchart in Fig. 1.

A, n0

|A| has no

perfect match
∅

define B with (7),

list L and queue Q

|Q| > 0 and

|L| + |Q| < n0

{w, v,B, k} ←
front(Q),

dequeue(Q)

k > 2
fill in L with a

direct verification

for j = 1, . . . , k,

call PM([B]1,kj ) if

B(1, j) = 1 and

a = 1 enqueue in Q

|L| + |Q| ≥ n0

|Q| > 0

fill in L with

n0 − |L| number of

perfect matchings

from different

elements of Q

L

yes

no

yes

no

no

yes

yes
no

yes

no

Fig. 1. Flowchart of the LPMUBG algorithm.

Theorem 1: The Algorithm 2 is correct and has complexity

ñO(n
9

2 ), where ñ = min{n0, n1}, and n1 is the number of

perfect matchings in the graph G(X,Y,E).
Since we now dispose of an effective solution of Problem

4, the solution of Problem 3 is obtained using the following

Algorithm 3.

Algorithm 3 List of optimal solutions (LOS) of TCAP.

Input: adjacency weights matrix T (tij) of G(X,Y,E, t) , and

a natural number n0

Output: list of optimal solutions L of TCAP

{w0, A0} ← TCAP(T (tij)) {Algorithm 1}
L← LPMUBG(A0, n0) {Algorithm 2}

The correctness of the Algorithm 3 follows from the cor-

rectness of Algorithm 1 and Algorithm 2. Besides that, its

complexity is ñO(n
9

2 ), where ñ = min{n0, n1} and n1 is the



number of perfect matchings in the graph G(X,Y,E). The

latter follows from the fact that the complexity of Algorithm

1 is evaluated O(n
9

2 ), and the complexity of Algorithm 2 is

evaluated ñO(n
9

2 ).

We will illustrate the described LOS algorithm with the

following examples, based on the weight matrix T of order

15 given in equation (9) below.




24 26 42 15 29 25 35 23 19 25 25 25 15 18 25

7 14 16 1 30 25 7 11 21 20 12 11 10 11 20

20 13 15 35 5 1 26 6 16 15 15 8 13 22 15

21 16 25 20 18 18 6 46 25 23 26 5 31 9 23

12 46 27 48 28 5 67 13 23 27 14 35 21 32 27

23 5 5 9 5 19 32 42 32 19 22 23 19 18 19

35 7 26 6 67 32 21 11 15 21 21 12 16 17 21

5 23 65 10 16 67 57 28 32 18 18 21 27 23 18

8 11 25 35 11 21 17 21 21 24 22 20 23 35 24

11 25 11 21 17 21 24 22 24 20 21 17 19 30 19

25 9 12 15 26 14 22 21 18 21 19 26 21 16 21

26 42 15 29 25 35 23 19 25 25 25 24 31 13 16

26 6 16 15 15 8 13 22 15 25 25 22 18 26 25

6 46 25 23 26 5 31 9 23 20 12 32 32 22 23

67 13 23 27 14 35 21 32 27 15 15 25 25 16 25




(9)

Example 1: Let us solve Problem 2 with the input weight

matrix T , given in equation (9). Applying Algorithm 1 we get

one perfect matching:

w0 = (13, 8, 15, 12, 11, 5, 9, 4, 2, 3, 6, 14, 7, 1, 10),

and minimal time r0 = 15. It can be directly verified that

GT (w0) = 15.

Example 2: Let us solve Problem 3 with the input weight

matrix T , given in equation (9). We will solve the problem

for two different values of n0: n0 = 3 and n0 = 270.

1) In the case in which n0 = 3 we get the list

L = {(4, 13, 15, 12, 11, 2, 9, 1, 5, 3, 6, 14, 7, 8, 10),

(13, 1, 15, 12, 11, 2, 9, 4, 5, 3, 6, 14, 7, 8, 10),

(13, 2, 15, 12, 11, 3, 9, 4, 5, 1, 6, 14, 7, 8, 10)}.

2) In the case in which n0 = 270 we get a list with 240
elements. This means that the problem has exactly 240
optimal solutions for this particular example.

With a direct verification we can assert that GT (w) = 15 for

each w ∈ L that corresponds to the solution of Example 1.

IV. CONCLUSION

The implementation of Algorithm 1 is verified using ex-

ample matrices of order n < 8, for which Problem 2 is

already solved using the existing methods. For the valida-

tion of Algorithm 2, we solve Problem 3 using a greedy

method. Most of our experiments are with matrices of order

n ∈ {30, 31, . . . , 50}, in which the implementations of both

Algorithm 1 and Algorithm 2 proof their effectiveness. On

the other hand, in the cases in which n = 50 and n0 is big

enough, the time consumed by the solution of Problem 3 grows

significantly. In these cases we plan to incorporate parallel

computing techniques [8] in our implementation. Also, the

presented approach for solving Problem 3 allows us to solve

the problem for generation of a list of optimal solutions of the

problem for minimum time with maximum profit.
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